
Conclusions
• Whilst GPT-4 generally extracts data perfectly for the case studies considered, there are some rare 

occasions when it fails to extract all required data from a publication. 

• We have demonstrated a useful method that improves the accuracy, repeatability and reliability of data 
extraction compared to single-pass data extraction.

• In three of the four case studies considered, we observed perfect extraction by GPT-4. For the fourth case 
study, almost perfect data extraction was observed, with just one data item not being consistently 
extracted. 

• Work to determine the optimal number of datasets from which to calculate a “mode” is underway, along 
with testing data extraction in other disease areas and for other outcomes.

Key Messages
What’s already known on this topic

As part of a systematic review or NMA, there is a need to extract data from 
relevant publications. This is a time-consuming and error-prone part of this 
process and usually requires input from a minimum of three people1-8.

It has previously been demonstrated that there is potential to use LLMs, such 
as GPT-4, to automate data extraction for NMA9. However, the stochastic 
nature of LLMs can affect the extraction success rate if the LLM is only asked 
to extract the data once. For LLM data extraction to become acceptable for 
use in practice, it should achieve human-like performance, or better. 

What this study adds

This study has demonstrated that very near-perfect data extraction can be 
achieved when implementing a simple modal approach to using LLMs to 
extract data from trial publications. 

How this study might affect research, practice, or policy

The ability to use LLMs to automate data extraction and analysis could result 
in significant time savings, increased concordance and reduced human error 
in the systematic review and NMA process. There is a need to test LLM-based 
processes developed across a greater number of disease areas and outcome 
types to demonstrate the generalizability of the approach and the general 
level of performance that can be achieved implementing a modal approach. 
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• The emergence of artificial intelligence (AI), capable of human-level 
performance on some tasks10,11, presents an opportunity to revolutionize 
development of systematic reviews and network meta-analyses (NMAs). 

• We have previously demonstrated that there is potential to use large 
language models (LLMs), such as GPT-4, to automate data extraction for 
NMA9. Whilst data extraction accuracy of over 97% was achieved, there is 
scope to explore how output from LLM models can yield data extraction with 
performance and reliability of 100%, to provide guidance for best practices 
for full implementation in health economics outcome research (HEOR). 

• Reproducing results with LLMs can be difficult because of their stochastic 
nature12, i.e. LLMs do not produce deterministic results. Therefore, in the 
previous work we asked GPT-4 to extract the data 20 independent times, to 
capture the variation in performance9. Whilst the performance was not 
perfect, we noticed that, in the vast majority of iterations, GPT-4 extracted 
the correct data. 

• Extending this prior work, an a priori defined modal algorithm was therefore 
postulated, developed, and tested.

Introduction

Methods
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• In previous work, we tested GPT-4’s ability to extract data using four case 
studies. These four studies required GPT-4 to review publications and extract 
the data required to conduct an NMA from the text. The case studies covered 
three different outcomes (two time-to-event [TTE] and one binary) and two 
disease areas (metastatic non-small-cell lung cancer and moderate-to-severe 
hidradenitis suppurativa).

• For each case study, we wrote a Python script that sent a prompt via an API 
call to the LLM for each publication in the NMA. The prompt included text 
from the publication and a request to extract all relevant data from the 
supplied publication text (Figure 1). Detail of the case studies and the process 
used is provided in Reason et al., 20249.

Figure 1. LLM-based process for extracting data required for NMA 

Table 1. GPT-4 Extraction Accuracy 

Type of data item
For all 400 data sets For all 20 modal data sets

Min Max Mean Min Max Mean

Binary outcome, hidradenitis suppurativa

Treatment names 95.5% 100% 98.3% 100% 100% 100%

Numbers at risk 85.3% 99.8% 96.0% 100% 100% 100%

Clinical responses 79.5% 100% 94.3% 100% 100% 100%

Time-to-event outcome, mNSCLC 1

Treatment comparisons 99.8% 100% 99.96% 100% 100% 100%

Numbers at risk 99.3% 100% 99.9% 100% 100% 100%

Hazard ratios 100% 100% 100% 100% 100% 100%

Confidence interval limits 100% 100% 100% 100% 100% 100%

Confidence interval levels 100% 100% 100% 100% 100% 100%

Time-to-event outcome, mNSCLC 2

Treatment comparisons 96.8% 100% 99.6% 100% 100% 100%

Numbers at risk 79.5% 100% 97.7% 100% 100% 100%

Hazard ratios 76.0% 100% 97.9% 100% 100% 100%

Confidence interval limits 76.0% 100% 97.8% 100% 100% 100%

Confidence interval levels 97.5% 100% 99.8% 100% 100% 100%

Time-to-event outcome, mNSCLC 3

Treatment comparisons 98.3% 100% 99.3% 100% 100% 100%

Numbers at risk 95.3% 100% 98.1% 100% 100% 100%

Hazard ratios 98.3% 100% 99.4% 100% 100% 100%

Confidence interval limits 98.0% 100% 99.4% 100% 100% 100%

Confidence interval levels 38.5% 100% 84.9% 30.0% 100% 88.3%

• There is some up-front time and investment required to develop prompts 
with which to instruct the LLM to extract data from publication text. 
However, once this has been done for one disease area and type of outcome, 
it should be easily adapted to others: We believe that it is possible to use the 
methods developed herein for any disease area and any outcome, and the 
prompts used to communicate with the LLM are not specific for use only with 
GPT-4 but can be used with other LLMs. 

• The level of performance demonstrated by GPT-4 suggests that, if using a 
modal approach, LLMs can offer the same, or an even better level of 
accuracy for data extraction from text than is generally achieved by humans1-
8, taking a fraction of the time and costing significantly less (full data 
extraction by a human can take up to 45 minutes per publication, whereas an 
LLM takes <5 minutes to do the same task, costing $1 or less). Concomitant 
data extraction from multiple publications is also possible when using an 
LLM, which could result in even greater time saving compared to human 
extraction.

• Whilst a modal approach requires the LLM to extract data several times 
(e.g., 20 times, as in this study), these extractions can be conducted 
concomitantly, so the time taken per publication could still be < 5 minutes.

• In the one case, where taking the mode of the LLM’s responses did not result 
in perfect data extraction (confidence level for hazard ratio for one study), 
the LLM did still extract the correct data for several of the runs contained in 
the modal calculation. By ignoring “Not reported” responses, and calculating 
the mode of the remaining responses, the correct data would have been 
obtained. In this case, it would be essential to report a level of confidence in 
the response (e.g., percentage of runs reporting the modal value), perhaps 
implementing a threshold below which human intervention is required. 

• Agent-based approaches, potentially leveraging multiple LLMs, may further 
improve performance and would warrant further research.Aims

• Using four case studies, the aim was to assess whether asking GPT-4 to 
extract data multiple times, and then calculating the most frequently 
occurring (mode) of these answers, would improve the already good data 
extraction rate seen and whether perfection could be achieved (i.e., 100% 
data extraction accuracy). 

Figure 2. Modal approach to data extraction

• We used the same four case studies as used for the previous research and 
ran the Python script for each 400 times. Thus, for each case study, we 
obtained 400 sets of GPT-4’s attempts to extract data per publication 
(Figure 2).

• The 400 sets of data were then sequentially divided into 20 groups of data 
sets (Figure 2), and the “mode” calculated (most commonly occurring value) 
for each data point, within the Python script. This resulted in 20 sets of 
modal data. 20 groups of 20 datasets was chosen for consistency with the 
previous work9.

• Results, for both the 400 sets of data, and the 20 sets of modal data, were 
then compared with the results of the data extraction conducted (and 
checked) by (human) systematic literature review and NMA experts.

Results
Results of 400 individual runs (Table 1)
• For case study 1, forty individual items of data needed to be extracted from 

the publications, in order to inform an NMA for this outcome and patient 
population. When considering individual runs and individual data items, GPT-4 
extracted the correct value for between 318 (clinical response, PIONEER 1 
trial9) and 400 of the runs (e.g., clinical response, SUNSHINE trial9). 

• For Case Study 2, forty-one individual items of data needed to be extracted 
from the publications, in order inform an NMA for OS in patients with 
mNSCLC. When considering individual runs and individual data items, GPT-4 
extracted the correct value for between 397 (number at risk, CheckMate017 
trial9) and 400 of the runs (e.g., hazard ratio, OAK trial9). 

• For Case Study 3, eighty-six individual items of data needed to be extracted 
from the publications, in order to inform a sensitivity analysis NMA for OS in 
patients with mNSCLC. When considering individual runs and individual data 
items, GPT-4 extracted the correct value for between 304 (hazard ratio, 
H3E_MC_JMID trial9) and 400 of the runs (e.g., hazard ratio, JMEI trial9).

• For Case Study 4, forty-one individual items of data needed to be extracted 
from the publications, in order inform an NMA for PFS in patients with 
mNSCLC. When considering individual runs and individual data items, GPT-4 
extracted the correct value for between 154 (confidence level on the hazard 
ratio, OAK trial9) and 400 of the runs (e.g., hazard ratio, OAK trial9). 

Results of 20 modal datasets (Table 1)
• Whilst individual runs were not always perfect, when the modal value was 

calculated from 20 runs, the correct data was accurately extracted 20 out of 
20 times for Case Studies 1 to 3 i.e., using a modal approach resulted in 
perfect data extraction every time for these case studies. 

• For Case Study 4, when the modal value was calculated from 20 runs, the 
correct data was accurately extracted 20 out of 20 times for almost all data 
items i.e., using a modal approach resulted in perfect data extraction every 
time. The one exception to this was the level of the confidence interval on 
the hazard ratio for the OAK study, where GPT-4 failed to extract a value 
more times than it extracted the required value (of 95%). Thus, the modal 
confidence interval was only correct for 6 of the 20 modal values and the rest 
of the time, GPT-4 provided “Not reported” as its response.

Discussion


