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Applications of Generative AI to SLRs: 
Outline

1. Applications in SLR, ES and RWE
2. Overview of limitations
3. NICE position statement
4. LLM evaluation framework for 

HEOR needed 
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Before we get into the details…



Applications of Generative AI in SLRs

Search 
strategy 

Abstract /
Full text 

screening 

Bias 
assessment

Data 
extraction 

Meta-
analyses / 

Model 
Parameters

Report 
writing

• SLRs are time-consuming and labor-intensive (6-18 months, FTEs) 



Enhancing Search Strategies
• Capabilities:

• Can propose MeSH 
terms and keywords 
for biomedical search 
engines (e.g., 
PubMed).

• Challenge:
• "Hallucinations": Risk 

of fabricated citations, 
requiring manual 
verification or 
advanced techniques 
(e.g. RAG)

Hallucination = An incorrect output produced by a generative AI model that is not based on the input data or 
reality. This content is factually incorrect, misleading, or fabricated.

Search 
strategy 

Jin Q, Leaman R, Lu Z. Retrieve, Summarize, and Verify: How Will ChatGPT Affect Information Seeking from the 
Medical Literature? J Am Soc Nephrol. Aug 1 2023;34(8):1302-1304. doi:10.1681/ASN.0000000000000166 



Automating abstract screening 
• Aim: Study investigated the 

sensitivity and specificity of 
GPT-3.5 Turbo as a single 
reviewer, for title and abstract 
screening in systematic 
reviews.

• Results: Sensitivities ranged 
from 81.1% to 96.5% and 
specificities ranged from 
25.8% to 80.4%.

• Conclusion: GPT-3.5 Turbo 
model may be used as a 
second reviewer for title and 
abstract screening

Tran VT et al. Sensitivity and Specificity of Using GPT-3.5 Turbo Models for Title and Abstract Screening in 
Systematic Reviews and Meta-analyses. Ann Intern Med. Jun 2024;177(6):791-799. doi:10.7326/m23-3389 

Abstract 
screening 



Bias Assessment

• Study assessed 2 LLMs (ChatGPT 
and Claude) and had 3 experts 
assessing 30 RCTs, using a 
structured prompt to assess Risk 
Of Bias Assessment 

•  High accuracy rates for both 
LLMs (>84.5%), compared with 
human reviewers, across 10 
specific domains. 

• Findings suggest LLMs have 
substantial accuracy in 
assessing ROB in RCTs. 

Lai H, Ge L, Sun M, et al. Assessing the Risk of Bias in Randomized Clinical Trials With Large Language Models. JAMA 
Netw Open. May 1 2024;7(5):e2412687. 

Bias 
Assessment



Using LLMs Data Extraction
• High Accuracy: Can be effective in replicating data extraction tasks.
• Case Studies:

• Gartlehner et al.: LLM reached 96.3% accuracy in data extraction compared to 
human reviewers.

• Reason et al.: Achieved over 99% accuracy in replicating data extraction from 4 
network meta-analysis.

• Challenges:
• Difficulties handling tables and graphs.
• Issues with accurately reporting data, e.g. may include data  from introduction or 

conclusion sections as results. 
• Practical Application:

• LLMs can provide a “first draft” tool for data extraction but for now need human 
validation. 

Data 
extraction 

Gartlehner G, Kahwati L, Hilscher R, et al. Data extraction for evidence synthesis using a large language model: A proof-of-
concept study. Res Synth Methods. Mar 3 2024;doi:10.1002/jrsm.1710 

Reason T et al. Artificial Intelligence to Automate Network Meta-Analyses: Four Case Studies to Evaluate the Potential 
Application of Large Language Models. Pharmacoecon Open. Mar 2024;8(2):205-220. doi:10.1007/s41669-024-00476-9 



Meta-analysis and Code Generation

• Capabilities: 
• LLMs can generate code for conducting meta-analyses 

(e.g., in R and Python).
• LLMs can debug code and help fix coding errors

• Findings:
• High Accuracy: Reported by some studies, such as 

Reason et al.
• Limitations: Earlier studies have shown a propensity for 

errors but these may be due to user inexperience and/or 
LLM capabilities. 

Meta-
analysis 



Evidence Synthesis: Meta-analysis and Model 
Parameters  
• ChatGPT can generate Python and R code to 

perform a meta-analysis.

• The code can be implemented in the appropriate 
interface (e.g. Google Colab). 

• ChatGPT is excellent at debugging code and 
problem solving as errors arise. 

• However, expert knowledge is still essential to 
determine the appropriate type of analysis (e.g., 
fixed-effects or random-effects) and to execute the 
code correctly in Python or R.

• If all has been validated, these results can be used 
as inputs in decision models similar to traditional 
meta-analysis outputs. 

Meta-
analysis 



Drafting Reports with LLMs 

• LLMs capabilities: excel at summarizing and writing (with the right prompts). 

• Capabilities: Foundation models can generate initial drafts of systematic 
literature review (SLR) reports.

• Potential: Can produce drafts of reasonable quality, but human review and 
validation is essential to ensure accuracy and reliability.

Report 
writing



Generative AI for Real-World Evidence Generation

• Use of LLMs for extracting insights from electronic health records 
(EHRs) and other unstructured data.

• Benefits: Improved accuracy and efficiency.
• Limitations: Data privacy, potential inaccuracies in coding.



• Accuracy Concerns: LLMs can produce errors in tasks such as abstract classification and 
data extraction. There's also the risk of hallucinations (e.g. non-existent citations).

• Human Oversight is Essential: While some studies suggest that LLMs can achieve accuracy 
levels comparable to human efforts, this isn’t always consistent. Continuous human 
oversight and validation are crucial to ensure quality and reliability.

• Reproducibility Issues: Different LLMs (and even different prompts) may yield varying 
results, complicating efforts to replicate studies and findings.

• Potential for Bias: Models trained on datasets with inherent biases, can inadvertently skew 
results. 

• Data Privacy Risks: Using patient-level data (e.g. in meta-analyses) raises significant privacy 
and security concerns, necessitating stringent safeguards.

• Explainability refers to how well the internal mechanics of a system can be described in 
human terms. Generative AI models are often seen as "black boxes" due to their complex 
structures and large data sets, making explainability and interpretability difficult to represent. 

Some Limitations of Foundation Models and LLMs 



NICE Position Statement: Generative AI for 
SLRs and Evidence Synthesis

NICE. Use of AI in evidence generation: NICE position statement. 2024. Accessed 20 September, 2024. 

• AI can automate key stages of 
systematic reviews and meta-
analyses improving efficiency, 
though validation is ongoing.

• Ensuring transparency and 
explainability in AI-driven processes 
is critical to maintain trust and 
accountability.

• Methodological rigor must be upheld 
by applying established frameworks 
(e.g., Cochrane, PALISADE) to 
minimize bias and validate AI 
outputs in evidence synthesis.



Towards an HEOR Evaluation Framework for Trustworthy AI 
?  

LLM Characteristics Description

Model Identification and 
Versioning

Training Data Sources and 
Scope

Training Methodology and 
Resources

LLM Output Evaluation 

Accuracy

Completeness

Factuality

Fairness, Bias, Toxicity

Deployment Metrics

Calibration and Uncertainty

ISPOR Working Group on Generative AI  - Work in Progress, November 2024 



Conclusions 

Evaluation frameworks for trustworthy AI in HEOR are needed:  
There are no shortcuts to high quality science. 

Early applications of Generative AI in HEOR show promise, but 
human involvement remains essential 

Future outlook: as user expertise and model performance 
improve, LLMs are likely to augment SLRs. 
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